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Agenda:
- Who’s here?
- Get an allocation
- My first IPv6 packets
- Dual stacking the infrastructure
- OSPFv3
- iBGP for IPv6
- eBGP for IPv6
- How to grow your IPv6 peering
- Dual stacking internally
- Getting to know IPv6 (especially operations)
- When to dual stack customers?
- How to dual stack customers
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Your role as the DMR
- Operations
- Finance
- Organizational concerns
- Planning
- Design
- Architecture
- Allocations and assignments
- Company policy
- Operational policy

Reminder:

- Represent your entire company
- Separate personal opinions
- Contribute
- Share what you’ve learned
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Get an allocation
- Lots of coverage on this topic. See NRPM and:
https://www.arin.net/resources/templates/v6-isp.txt

OrgName:    Unitedlayer, Inc.
OrgID:      LAER
Address:    1019 Mission Street
City:       San Francisco
StateProv:  CA
PostalCode: 94103
Country:    US

NetRange:   2607:F3A0:0000:0000:0000:0000:0000:0000 - 
2607:F3A0:FFFF:FFFF:FFFF:FFFF:FFFF:FFFF
CIDR:       2607:F3A0:0000:0000:0000:0000:0000:0000/32
OriginAS:   AS23342
NetName:    NETBLK-UNITEDLAYER-V6-1
NetHandle:  NET6-2607-F3A0-1
Parent:     NET6-2600-1
NetType:    Direct Allocation
NameServer: NS1.UNITEDLAYER.COM
NameServer: NS2.UNITEDLAYER.COM
Comment:    noc@unitedlayer.com for all Network/Technical Issues.
RegDate:    2008-03-19
Updated:    2008-03-19

Dear RIR,

I am planning on assigning 200 customers IPv6 space in 
the coming five years.

Sincerely,
ISP/LIR

Dear ISP/LIR,

You are approved for a /32.

Sincerely,
RIR
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The most common objections for not dual-stacking:

- Transit providers don’t accept my IPv6 announcement
- I cannot get a full IPv6 BGP table from my transit provider

- Lack of support in general
- No BGP multihoming
- Hard to implement

Let’s dig into the myths!
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Now what?  I have my /32 but my transit 
providers won’t route it!
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IPv6 transit is FREE! (right now)
 Transit over peering from a few networks.

As of April 11, 2009

Others?
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Start by looking at where you currently peer over IPv4 and 
e-mail your sales or NOC contacts.

IX Provider,

- My IPv4 address is X.X.X.X
- I would like to know my IPv6 address.
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Make a list of your peering points and addresses

Also happens to make a good 
signature as a peering 

coordinator.
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Update peeringdb.com
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Follow your company change process!
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Time for the hard part!

Here it goes!

IPv6 packets are passing!

Find the v4 peering interface

Verify configuration

Enable IPv6

Configure the IPv6 address
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Cisco:
ipv6 unicast-routing

Juniper :
N/A

Enabling IPv6 on the router:

Let’s look a little closer :

Sunday, April 26, 2009



Configuring an IPv6 interface on a router:

Cisco:
interface $interfacename
ipv6 enable
ipv6 address 2001:1::1/64

Juniper:
set interface $interfacename unit $unit family inet6 
address 2001:1::1/64
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Now that we’ve configured an interface.

- We know we can ping ourselves
- How about the outside world?
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Let’s actually cross the interface. 
There’s no easy way to scan so let’s look at the peeringdb
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Same on JunOS... Time for the hard part!

Here it goes!

IPv6 packets are passing

Find the v4 peering interface

Verify configuration

Enable IPv6

Configure the IPv6 address
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Backbone

IX

IX

IX

IX

IX

IX

IPv6

Where are we?
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Keeping track of your peering address is one thing but...

Chicken v. Egg
Do we write the tools now or get started?

- Spreadsheet?
- Database?
- DNS?
- Write a quick and dirty tool?
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If you can do this quickly, just write one..
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If not, a DNS zone file works well:
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Easy v4 -> v6 Loopback
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Basic Network Architecture
- Loopbacks and infrastructure into OSPF
- All iBGP next-hop-self
- All other “connected” into iBGP
- eBGP filters based on community.

LOTS of opinions on this, this is mine.
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Open your mail, DNS zone, access to routers etc..
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Easy v4 -> v6 Loopback

Back to this... Let’s get started.
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Pick ONE peering router to start

Sometimes you have to type this

Most versions, this does it automatically 

Personal preference

Rinse repeat
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Basic idea:

Router 1 Loopack Router 2 Loopack1 2

Connected Interface3

Verify OSPF session5

Some 
Peering IX

IPv6 Address configured

Connected Interface4
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IX

IX

IX IX

IX

Pick a starting point
Slowly work your way out across the connected links.

Slightly bigger picture
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Back to Numbering plan / DNS / Tool:
- First /48 for all internal infrastructure
- First /64 for all loopbacks in the network
- Second /64 is your first connected interface!

Copy, Paste, Increment, Name
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Remember how to count?
What comes after 9?
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Time passes.. Sometimes a lot.. 
(depends on the number of interfaces)

/128s and /64s visible!
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Where are we?
- IPv6 configured on exchange interfaces
- IPv6 configured on all router loopbacks
- IPv6 configured on all router to router connected interfaces

- IPv6 OSPFv3 configured 
- All Loopbacks /128s in OSPF
- All connected /64s in OSPF
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Time for a little planning....

Our next desire:
- Access the rest of the world
- iBGP setup
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neighbor PEERS-v6 soft-reconfiguration inbound
neighbor PEERS-v6 prefix-list Sanity-v6 in
neighbor PEERS-v6 prefix-list Sanity-v6 out
neighbor PEERS-v6 route-map PEER-IN-v6 in
neighbor PEERS-v6 route-map PEER-OUT-v6 out

neighbor ul-inet-core-v6 peer-group
neighbor ul-inet-core-v6 remote-as 23342
neighbor ul-inet-core-v6 update-source Loopback0
neighbor ul-inet-core-v6 send-community
neighbor ul-inet-core-v6 next-hop-self
neighbor ul-inet-core-v6 soft-reconfiguration inbound

Planning for a v6 Peer:

Planning for a v6 iBGP session:
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Let’s start with our iBGP setup

IX

IX

IX IX

IX

OSPFv3

OSPFv3 will tell iBGP how to get to/from loopbacks
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IX

IX

IX IX

IX

Setup full iBGP mesh
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Open an editor and save your common config:
(this will make your config easier)
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Remember iBGP is going to handle connected interfaces
(with the exception of loopbacks)

We need a route-map:
route-map redist-connected-v6 
deny 10
 match interface Loopback0
!
route-map redist-connected-v6 
permit 20
 match ipv6 address matchall
 set community 6:1

No Loopbacks

Yes all other 
connected

Set a community
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Build our basic iBGP router config file:

router bgp 23342
address-family ipv6
network 2607:F3A0::/32
neighbor ul-inet-core-v6 peer-group
neighbor ul-inet-core-v6 remote-as 23342
neighbor ul-inet-core-v6 update-source Loopback0
neighbor ul-inet-core-v6 send-community
neighbor ul-inet-core-v6 next-hop-self
neighbor ul-inet-core-v6 soft-reconfiguration inbound
redistribute connected route-map redist-connected-v6
no synchronization

There are other ways to do this but lets assume you will 
only have one /32 for the moment.
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Make a list of your core routers IPv6 loopback address:

2607:F3A0::66 
2607:F3A0::67 
2607:F3A0::92 
2607:F3A0::95 
2607:F3A0::247
2607:F3A0::251 
2607:F3A0::252 
2607:F3A0::253 
2607:F3A0::254 
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Convert this to internal neighbor statements:

neighbor 2607:F3A0::66 peer-group ul-inet-core-v6
neighbor 2607:F3A0::67 peer-group ul-inet-core-v6
neighbor 2607:F3A0::92 peer-group ul-inet-core-v6
neighbor 2607:F3A0::95 peer-group ul-inet-core-v6
neighbor 2607:F3A0::251 peer-group ul-inet-core-v6
neighbor 2607:F3A0::251 peer-group ul-inet-core-v6
neighbor 2607:F3A0::252 peer-group ul-inet-core-v6
neighbor 2607:F3A0::253 peer-group ul-inet-core-v6
neighbor 2607:F3A0::254 peer-group ul-inet-core-v6
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At this point the config you are building looks like this:
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We can go ahead and push this out or wait until we have the 
peering peer-group defined as well.

(for the sake of simplicity let’s do it now)

Push this up to all routers:
- ssh / telnet / rancid / whatever

Note: Remove the session to yourself
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BGP sessions will come up:

You will only see the connected exchange interfaces in 
the table
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Where are we?

- IPv6 configured on exchange interfaces
- IPv6 configured on all router loopbacks
- IPv6 configured on all router to router connected interfaces

- IPv6 OSPFv3 configured 
- All Loopbacks /128s in OSPF
- All connected /64s between routers in OSPF

- IPv6 iBGP configured 
- All inter AS routers are exchanging IPv6 BGP routes
- OSPFv3 is managing iBGP routing based on next-hop
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We’ve done all this work and still can’t reach the outside 
world!

Peering peer-group:

neighbor PEERS-v6 peer-group
neighbor PEERS-v6 soft-reconfiguration inbound
neighbor PEERS-v6 prefix-list Sanity-v6 in
neighbor PEERS-v6 prefix-list Sanity-v6 out
neighbor PEERS-v6 route-map PEER-IN-v6 in
neighbor PEERS-v6 route-map PEER-OUT-v6 out

Sunday, April 26, 2009



Basic Sanity

ipv6 prefix-list Sanity-v6
   seq 5 permit ::/0 ge 16 le 48
   seq 10 deny ::/0 le 128

Don’t allow a prefix smaller than a /48 to be advertised to or from you: 

ipv6 prefix-list PEERINGPOINTS: 5 entries
   seq 5 permit 2001:504:0:1::/64
   seq 10 permit 2001:504:D::/64
   seq 15 permit 2001:504:13::/64
   seq 20 permit 2001:504:0:3::/64
   seq 25 permit 2001:504:0:2::/64
etc......

Don’t redistribute peering points!
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route-map PEER-OUT-v6 deny 5
 match ipv6 address prefix-list PEERINGPOINTS
!
route-map PEER-OUT-v6 permit 10
  match community ALL-CUSTOMERS
!
route-map PEER-OUT-v6 permit 20
 match ipv6 address prefix-list UL

ipv6 prefix-list UL seq 5 permit 2607:F3A0::/32

Create a list of your AS’s v6 prefix(es)

Create a route-map to apply outbound
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!
route-map PEER-IN-v6 permit 10
 match ip address prefix-list Sanity-v6
 set local-preference 400
 set community 23342:117
!

Create a route-map to apply inbound

Use the same community as you do other peers
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Turn up our first peer!
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Time to configure our side of the sessions:

router bgp 23342
address-family ipv6
 neighbor 2001:504:D::10 remote-as 6939
 neighbor 2001:504:D::10 peer-group PEERS-v6
 neighbor 2001:504:D::10 description HE

%BGP-5-ADJCHANGE: neighbor 2001:504:D::10 Up 
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br01-paix-pao#sh bgp ipv6 u s | in 2001:504:D::10 
2001:504:D::10  4  6939  446117  168688  4449635    0    0 3w3d         1674

Make sure things look good

br01-paix-pao#sh bgp ipv6 u ne 2001:504:D::10 ad
BGP table version is 4449635, local router ID is 209.237.224.247
Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
              r RIB-failure, S Stale
Origin codes: i - IGP, e - EGP, ? - incomplete

   Network          Next Hop            Metric LocPrf Weight Path
*> 2607:F3A0::/32   ::                       0         32768 i
Total number of prefixes 1

Sessions up and we see 1674 prefixes from them

I’m advertising my /32
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br01-paix-pao#traceroute ipv6 arin.net.

Translating "arin.net."...domain server (209.237.230.11) [OK]

Type escape sequence to abort.
Tracing the route to arin.net (2001:500:4:13::80)

  1 paix.ipv6.he.net (2001:504:D::10) 4 msec 0 msec 0 msec
  2 10gigabitethernet2-4.core1.ash1.he.net (2001:470:0:35::2) [AS 6939] 76 msec 76 msec 72 msec
  3 equi6ix-ash.arin.net (2001:504:0:2:0:1:745:1) 76 msec 76 msec 76 msec
  4 2001:500:4:10::12 [AS 10745] 76 msec 76 msec 76 msec
  5 2001:500:4:11::2 [AS 10745] 80 msec 88 msec 80 msec
  6  *  *  * 
  
br01-paix-pao#traceroute ipv6 ripe.net.

Translating "ripe.net."...domain server (209.237.230.11) [OK]

Type escape sequence to abort.
Tracing the route to ripe.net (2001:610:240:11::C100:1319)

  1 paix.ipv6.he.net (2001:504:D::10) 0 msec 4 msec 0 msec
  2 10gigabitethernet4-1.core1.sjc2.he.net (2001:470:0:32::1) [AS 6939] 0 msec 0 msec 0 msec
  3 10gigabitethernet1-3.core1.nyc4.he.net (2001:470:0:33::2) [AS 6939] 80 msec 80 msec 96 msec
  4 10gigabitethernet1-2.core1.lon1.he.net (2001:470:0:3E::2) [AS 6939] 156 msec 148 msec 148 msec
  5 10gigabitethernet1-1.core1.ams1.he.net (2001:470:0:3F::2) [AS 6939] 156 msec 156 msec 156 msec
  6 gw.ipv6.amsix.nikrtr.ripe.net (2001:7F8:1::A500:3333:1) [AS 1200] 156 msec 156 msec 160 msec
  7 gw.ipv6.transit.nsrp.ripe.net (2001:610:240:101::1) [AS 3333] 156 msec 156 msec 156 msec
  8 ripe.net (2001:610:240:11::C100:1319) [AS 3333] 156 msec 156 msec 160 msec

Now we can really reach the outside world!
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Set up the rest of the sessions and have a look at the table
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Get your first machine online

What to start with?
- Something non-production
- A small segment of the office
- A dev machine
- Your laptop
- etc.

In this case, ns0.unitedlayer.com
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From v4 to dual stack

Find the v4 interface:
interface Vlan705
 description [UL:VLAN] Dev nameservers
 ip address 209.237.230.44 255.255.255.240
 no ip redirects
 no ip proxy-arp
 ip ospf cost 150
!

Grab the next /64 from your DNS zone file:

I just added 1000.. You can plan for regions later
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config t
int vl705
ipv6 enable
ipv6 address 2607:F3A0:0:1002::2/64

Add the IPv6 config to the interface:

Wait a few seconds and poof!

Sunday, April 26, 2009



From the routers perspective:

This will be the first IPv6 connect interface in iBGP
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Add DNS:

Reverse:
a.e.9.5.2.4.e.f.f.f.8.4.0.3.2.0.2.0.0.1 IN PTR ns0.ipv6.unitedlayer.com.

Forward:
ns0 IN A       209.237.230.37
ns0 IN AAAA    2607:f3a0:0:1002:230:48ff:fe42:59ea

rndc reload and test:

Our first host on IPv6!
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Security note:

- This machine is now globally accessible on the IPv6 
Internet with no filters in place.
- Listening on the same ports as IPv4 (mostly)
- Everything connected to this VLAN or Interface with 
SLAAC / auto-conf enabled has an IPv6 address.
- The show ipv6 neighbors will make this visible

- If you have a security policy for IPv4 you will need to 
implement the IPv6 version of that. (iptables -> ip6tables, 
ipfw -> ip6fw, router v4 ACLs -> router v6 ACLs).
- It’s all about the same, but now you need to be aware of 
the additional stack.
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We are now officially a dual-stacked network!

What’s next?

- More peering
- More peering
- More peering
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More peering!
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It’s IPv6 peering which means...

- Policies are more flexible
- Almost all networks have open IPv6 policies
- Others will want to peer with you
- E-mail everyone
- Watch the lists for new IPv6 peers
- Right now, every bit moved to v6 is free!

BTW: If your CTO asks you, that’s your answer.

Sunday, April 26, 2009



What now?

- Address your security policy
- Get your operators using v6
- Dual stack your NOC
- Dual stack your offices
- Start updating tools
- Work with operations, marketings, sales, etc.
- Get a test customer.. 

- You likely already have a customer who wants IPv6.
- Make notes of the things that need updates as you 
implement the test customer.
- Make a plan from there...
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I’ve got the test customer, what now?

Back to router configs...
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Again 4->6

Customer IN

Sunday, April 26, 2009



4->6

Just a little more...

Turn up the customer BGP session:

Sunday, April 26, 2009



Now if we look at what we are advertising 

Technically a violation of policy.. but.. we can multi-home too
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Other ways to dual stack a customer:

- Dual stack a connected interface
- Static route

- You’ll need to add a redistribute static
- and of course another route-map

Sunday, April 26, 2009



Conclusion

- Dual stacking is not hard to set up
- Transit providers do not need to accept your route.
- Support won’t get better until you help define issues
- Customers will always find a way to get what they want.

- Multi-homing for starters.

Get started with IPv6 today!
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QUESTIONS?
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